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Logistics

. Slides will be available after this webinar

. Everyoneis muted, put questions in the class Slack channel



Sign up for Community Edition

Try Databricks

analytics platform for data engineering, machine learning, and analytics

1) Goto
htt p S : //d ata b ri C kS : C O m/t ry_d ata b ri C k e original creators of Apache SparkT, Delta Lake, MLflow, and Koalas

S Select a platform

RM - FREE TRIAL COMMUNITY EDITION

For students and educational institutions

2) Enterinfoand click "Sign Up"

Basic notebooks without collaboration
cale to any size, Limited to 3 max users

3) Select Community Edition Pt

b with multi-language

4) Follow on-screen instructions to login e

as Tableau, Qlik, and



https://databricks.com/try-databricks
https://databricks.com/try-databricks

The Big Picture
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Periodic reporting

High flux event data Long-term data storage >

Artificial intelligence



The Big Picture: the Lambda Architecture

Real-Time Dashboards

High Flux
Event Data

Periodic Reporting

Long-Term Storage of
Everything
Artificial
Intelligence



A Data Engineer’s Dream...

Process data continuously and incrementally as new data arrive in a
cost efficient way without having to choose between batch or streaming
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The Data Engineer’s Journey...
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Table Al & Reporting
(Data gets written
continuously) Spark job gets slower with time due

to small files.
databricks



The Data Engineer’s Journey...
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continuously) every hour)
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The Data Engineer’s Journey...
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APACHE

Spark:

Stream
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Batch Batch )
Table Table Al & Reporting
(Data gets written (Data gets compacted
continuously) every hour) Few hours latency doesn’t

satisfy business needs
databricks



The Data Engineer’s Journey...
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Spark: % I—.
StrTm Unified View Al &Reporting
Batch Lambda arch increases
Table Table operational burden
(Data gets written (Data gets compacted
continuously) every hour)
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The Data Engineer’s Journey...
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Batch Batch Validations and other cleanup
Table Table actions need to be done twice
(Data gets written (Data gets compacted
every hour)

continuously)
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The Data Engineer’s Journey...

\ APACHE APACHE
Events qu SpQrK

\ Stream |
spark’ @ —— T
StrTm Unified View Al & Reporting
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The Data Engineer’s Journey...

T~ aoach
Events ; % kGH(CIW Spr K |

\ Stream

<. /‘
APACHE 0 I | I | I
Soarkk @ % .
StrTm Unified View Al & Reporting

% — SPQ" K — % — Spr K Updates & Merge get
complex with data lake

Batch Batch
Table Table T~

(Data gets written @+ (Datagets compacted EE
continuously) every hour) 071

> databricks



An Ideal System

Process data continuously and incrementally as new data arrive in a
cost efficient way without having to choose between batch or streaming
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Let’s try it instead with
DELTA LAKE



The Big Picture: the Delta Architecture

Real-Time Dashboards

High Flux Long-Term Storage of
Event Data Everything Periodic Reporting

Artificial
Intelligence
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1. Ability to while data is '
being written

2. Ability to —
with good throughput

3.  Ability to in case of bad writes —)

4.  Ability to along new data 2
that arrived

5. Ability to without 2

having to delay downstream processing

Connecting the dots...

APACHE

Al & Reporting
Snapshot isolation between writers and
readers

Optimized file source with scalable metadata
handling

Time travel

Stream the backfilled historical data through
the same pipeline

Stream any late arriving data added to the
table as they get added



The
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Periodic Reporting

DELTA LAKE

*Data Quality Levels *

Bronze Gold Real-Time Dashboards
|
Raw Filtered, Cleaned Business-level
Ingestion Augmented Aggregates it
Intelligence
Quality

Delta Lake allows you to incrementally improve the
quality of your data until it is



Components of Delta Lake



Delta Lake is comprised of:

Delta tables
The Delta optimization engine
The Delta Lake storage layer



Delta Tables

Table registered in the

DEIER{IES Metastore




The Delta Optimization Engine

Thanks to Apache Spark!

File management optimizations
. Compaction, data skipping, localized data storage

Auto-optimized writes and file compaction
Performance optimization via Delta caching



The Delta Lake Storage Layer

Highly performant and persistent
Low-cost, easily scalable object storage
Ensures consistency

Allows for flexibility



